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This week:
● Last week, we talked about the latest achievement in sequence modelling, 

namely the Transformers.
● This week we are going to study another application of sequence models:

Deep Trackers
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RNN Trackers

● Tracking is by definition a seq2seq problem. The input is a (for a 
visual tracker) a set of images (i.e. video) and the output is the 
pixel location of the tracked target.

● Main challenges are:
○ Occlusion

○ Drifting

○ Association (for multiple targets)

○ Appearance change

○ others...
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RNN Trackers
(first what is tracking?)

● Conventionally (before deep learning) visual trackers attacked 
the problem as
○ Creating an appearance model for the object (and the background)

○ Updating the model with each incoming frame

● The problem had a nature that required a history of the 
model/signal. 

● The models and methods were transparent and hand-crafted



MMI711 Sequence Models in Multimedia - Dr. Erdem Akagündüz

RNN Trackers
● RNNs with their ability to model sequences have a potential to solve all 

of the problems that visual trackers face.
● RNN-based trackers estimate the target’s bounding box by directly 

regressing it from the RNN hidden state
● Many CNN+RNN models for tracking have been proposed in the last 

decade.
● Let’s visit some of them.



MMI711 Sequence Models in Multimedia - Dr. Erdem Akagündüz

RNN-based Trackers
● These guys simply adopt an LSTM to decide

where the object to be tracked is using CNN
features. 

● Thus it is a very simple CNN+RNN solution to 
single target tracking.  

● The LSTMs keep the history of the tracking
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RNN-based Trackers
● These guys take it one step ahead and feed

the image directly to an RNN model 
(actually a hybrid model, the convLSTM)

● ConvLSTMS are convolutional layers with 
hidden states.
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RNN-based Trackers
● At time step t, a CNN (E-CNN) extracts 

features from the exemplar image patch. 
● Using the previous hidden and cell states, 

ht−1 and ct−1, as well as the current 
exemplar feature map et, the convolutional 
LSTM memorizes the appearance 
information of the target by updating its cell 
and hidden states.

● The target object filter is generated by 
passing the new hidden state ht through an 
output convolutional layer. 

● A feature map is extracted from the 
searching image (next frame) using another 
CNN (S-CNN), which is convolved by the 
target object filter, resulting in a response 
map that is used to locate the target.
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RNN-based Trackers
● What about multiple targets?
● For radar tracking, the input is the 

azimuth angle and the distance.
● These guys simply preprocess the radar 

data, then feed it to a BiLSTM. 
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RNN-based Trackers
● For multiple target detection usually 

tracking-by-detection paradigm is 
followed.

● These guys propose a dual CNN–RNN 
model for multiple people tracking. 

● They start by detecting targets, then use 
CNN+RNN to first track then associate 
targets.
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RNN-based Trackers
● They model the problem with a seq2seq 

architecture.
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Transformer-based Trackers
● Correlation acts as a critical role in the tracking 

field, especially in recent popular 
Siamese-based trackers. 

● The correlation operation is a simple fusion 
manner to consider the similarity between the 
template and the search region. 

● However, the correlation operation itself is a 
local linear matching process, leading to lose 
semantic information and fall into local 
optimum easily, which may be the bottleneck of 
designing high-accuracy tracking algorithms. 

● Is there any better feature fusion method than 
correlation? 

CVPR2021
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Transformer-based Trackers
● Is there any better feature fusion method 

than correlation? 
● To address this issue, inspired by 

Transformer, this work presents a novel 
attention-based feature fusion network, 
which effectively combines the template 
and search region features solely using 
attention. 

● Specifically, the proposed method includes 
an ego-context augment module based on 
self-attention and a cross-feature augment 
module based on cross-attention.

CVPR2021
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Transformer-based Trackers
● A new tracking architecture with an 

encoder-decoder transformer as the key 
component. 

● The encoder models the global 
spatio-temporal feature dependencies 
between target objects and search regions,

● while the decoder learns a query 
embedding to predict the spatial positions 
of the target objects.

CVPR2021
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Additional Reading & References
● Object-Adaptive LSTM Network for Visual Tracking
● Convolutional LSTM Network: A Machine Learning Approach for Precipitation Nowcasting
● Recurrent Filter Learning for Visual Tracking
● A dual CNN–RNN for multiple people tracking
● DeepMTT: A deep learning maneuvering target-tracking algorithm based on bidirectional LSTM network
● https://openaccess.thecvf.com/content/CVPR2021/papers/Chen_Transformer_Tracking_CVPR_2021_paper.pdf
● https://www.robots.ox.ac.uk/~luca/siamese-fc.html
● https://openaccess.thecvf.com/content/ICCV2021/papers/Yan_Learning_Spatio-Temporal_Transformer_for_Visual

_Tracking_ICCV_2021_paper.pdf

https://openaccess.thecvf.com/content/CVPR2021/papers/Chen_Transformer_Tracking_CVPR_2021_paper.pdf
https://www.robots.ox.ac.uk/~luca/siamese-fc.html

